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Abstract
In large organisations, identifying experts on a given topic is crucial in leveraging the internal knowledge spread across teams
and departments. So-called enterprise expert retrieval systems automatically discover and structure employees’ expertise
based on the vast amount of heterogeneous data available about them and the work they perform. Evaluating these systems
requires comprehensive ground truth expert annotations, which are hard to obtain. Therefore, the annotation process
typically relies on automated recommendations of knowledge areas to validate. This case study provides an analysis of
how these recommendations can impact the evaluation of expert finding systems. We demonstrate on a popular benchmark
that system-validated annotations lead to overestimated performance of traditional term-based retrieval models and even
invalidate comparisons with more recent neural methods. We also augment knowledge areas with synonyms to uncover a
strong bias towards literal mentions of their constituent words. Finally, we propose constraints to the annotation process to
prevent these biased evaluations, and show that this still allows annotation suggestions of high utility. These findings should
inform benchmark creation or selection for expert finding, to guarantee meaningful comparison of methods.
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1. Introduction
As organisations grow in size, effectively leveraging in-
ternal expertise becomes harder, as it is harder to locate
experts on specificmatters. This need for efficiently locat-
ing expertise in large organisations has been recognized
for over two decades, with early systems such as P@NOP-
TIC Expert that automatically identify experts based on
information in an organisation’s intranet [1]. This task,
known as expert finding, is a specialized form of infor-
mation retrieval (IR) where the focus is on identifying
individuals with relevant expertise rather than on retriev-
ing documents. Another related task, expert profiling,
focuses on retrieving all areas of expertise for a given
individual [2]. The evaluation of these tasks, grouped
under expertise retrieval [3], requires developing a com-
prehensive gold standard of expertise annotations. A
setup where a list of experts is annotated for a given topic
proves difficult, resulting in either just one or two experts
linked per topic [4, 5], or in the case of more extensive ex-
pert lists, limited to a mere seven topics overall [6]. As a
result, annotation efforts have shifted towards asking the
experts themselves to list their areas of expertise [7]. As
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expert profiling and expert finding are strongly related,
there is a trend of using expert profiling benchmarks for
the task of expert finding as well [7, 8, 9]. If a complete
and accurate gold standard of expertise profiles is avail-
able, it can be inverted to identify relevant experts for
a specific topic. However, achieving such comprehen-
sive and accurate profiles is often unrealistic. The sheer
number of topics typically precludes exhaustive consid-
eration during annotation. Secondly, self-selected topics
rely on the expert’s recollection and understanding of the
system’s taxonomy, often resulting in sparse profiles sub-
ject to cognitive biases, such as recency bias. To address
this, the annotation process often includes an automated
system recommending additional, likely topics for each
expert [8, 9]. These system-validated topics yield more
comprehensive and varied expert profile annotations.

Note that these personalized recommendations can
greatly influence which topics each expert might con-
sider during annotation. We argue that this can, under
certain circumstances, preclude meaningful comparisons
of annotations across experts, and therefore the use of
these benchmarks for expert finding systems. Specifi-
cally, this work addresses these research questions:

• RQ1: Do system-validated and self-selected annota-
tions exhibit significantly different characteristics that
could bias the evaluation of expert finding systems?

• RQ2: How do system-validated annotations impact
perceived performance of term-based versus neural
retrieval systems in expert finding tasks?

• RQ3: Can we establish constraints for a new annota-
tion setup that ensures the evaluation of expert finding
systems remains representative and unbiased?
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We address these questions based on an analysis of
the popular TU Expert Collection [8], which makes avail-
able multiple sets of ground truth that nicely facilitate
our analysis. The nature of self-selected and system-
validated expertise profiles is compared, specifically ex-
amining the properties of system-validated annotations
and their impact on the validity of the expert finding task
in section 3. We implement both traditional term-based
retrieval systems and more recent neural IR methods in
section 4. Additionally, the section covers a procedure
to augment all test queries in the TU Expert Collection
with synonyms, allowing to further analyze the effect of
any term-based biases in the annotations. We also pro-
pose constraints for system-validated annotations and
demonstrate the potential of a new annotation sugges-
tion system in this section. Finally, section 5 discusses all
results and provides answers to the research questions.

2. Related Work
Expert finding systems The development of expert
finding systems has a rich history, starting with the intro-
duction of P@NOPTIC Expert, an early systems designed
to automatically identify experts based on textual doc-
uments available within an organisation’s intranet [1].
To this day, expert finding remains an important and
challenging topic for large organisations across different
niches like the medical domain [10]. Most expert finding
methods are formalized as one of two prominent models:
the candidate model and the document model, referred to
as the query-independent and query-dependent models,
or Model 1 and Model 2, respectively [11]. The candi-
date model regards each candidate expert as the set of
their linked documents, to directly retrieve relevant ex-
perts given a query. The document model operates on
two steps, first determining the relevance of individual
documents towards a query, and afterwards aggregat-
ing this document ranking into a candidate ranking. Of
these, the document model (Model 2) has generally been
shown to be more effective [11]. Subsequent research
has largely built upon these models, with some studies
exploring expert finding as a voting problem, utilizing
data fusion techniques in a metasearch framework [12].
Other works have an extended input data scope to the ex-
pert finding system, such as by incorporating prior topic
distributions [13] or by leveraging document structure
to enhance retrieval performance [14]. Our work relies
on the presence of a textual corpus linked to employees
without further properties like document structure.

Expert finding benchmarks The first large-scale
benchmarks for expert finding were developed as part of
the TREC Enterprise track, which ran from 2005 to 2008.
It introduced the W3C expert corpus in 2005, alongside

an expert search task consisting of 50 knowledge areas, an-
notated with experts from a total of 1,092 candidates [4].
In 2007, the CERC dataset was introduced [5]. Similar to
the W3C dataset, it included 50 topics, which were de-
veloped by nine science communicators at CSIRO. These
communicators were then tasked with identifying one
or two CSIRO staff members as experts on each topic,
contributing to a robust dataset for expert finding re-
search. Another notable dataset is derived from DBLP
biographical data, augmented with abstracts from Google
Scholar [6]. This dataset contains 953,774 papers in total
and 574,369 valid authors, with 2,498 topics sourced from
a research events website. However, only seven topics
have been annotated with expert lists, each containing
between 20 and 45 experts [6]. The dataset development
process, both for TREC and the DBLP-based dataset, high-
lights the difficulty of identifying experts on a certain
topic within large organisations, as annotators often lack
detailed knowledge of the topics themselves.

Expert profiling benchmarks A more distributed
approach to gathering annotations involves asking
employees to fill in their own expertise profiles, as seen
in the UvT dataset [7]. This new annotation scheme
became more prominent shortly after the introduction
of the task of expert profiling (rather than finding),
where the goal is to retrieve all areas of expertise for
a given individual [2]. The UvT dataset was the first
large-scale benchmark for expertise profiling relying
on self-reported expertise. However, this approach
often results in sparse profiles due to the difficulty of
recalling all areas of expertise. To address this sparsity,
semi-automated annotation procedures have been
proposed. Berendsen et al.[8] extended the self-selected
profiles from the UvT dataset by presenting up to
100 high-probability topics for further annotation,
re-releasing the new annotation sets under the name
of the TU Expert Collection. Similarly, Mangaravite et
al. [9] employed a content-based tag recommendation
system to suggest annotations for approval. These
enriched annotations, while originally intended for
expert profiling, have been increasingly used to evaluate
expert finding tasks as well [15, 16].

The use of personalized annotation suggestions raises
concerns about the validity of these annotations for eval-
uating expert finding systems, which this study aims to
address. Specifically, because these suggestions are differ-
ent for each employee, the impact of this mechanismmay
introduce properties in the annotations that forego their
comparability across employees. Our work is closely re-
lated to that of Berendsen et al. [8], who conducted an
extensive study on the impact of different expert profile
annotation schemes on the evaluation of expert profiling
tasks. However, our focus diverges in that we specifically



investigate the impact of these benchmarks on expert
finding, uncovering significant challenges in their usabil-
ity under system-validated setups.

3. Analysis of Annotation Schemes
We analyze the differences of self-selected versus system-
validated expertise annotations, and how they may influ-
ence the perceived performance of expert finding systems
when used as a benchmark. Section 3.1 introduces the TU
Expert Collection, which is the dataset used in this anal-
ysis, as introduced in [8]. We perform initial analysis of
the annotation suggestions in section 3.2, showing their
utility for expanding profile annotations, but also their
high false negative rate. Finally, section 3.3 analyzes the
mechanism behind these false negatives, exposing a large
positive bias towards literal mentions of the knowledge
topics’ constituent words in the corpus.

3.1. TU Expert Collection
The TU expert collection is an expertise retrieval bench-
mark focused on a knowledge-intensive organisation,
namely the Tilburg University [8]. It is an updated ver-
sion of the earlier UvT dataset [7]. The dataset contains
a variety of documents, being academic publications, su-
pervised student dissertations, course descriptions, and
research summaries. These documents are primarily in
Dutch and English, and are explicitly linked to experts
in the university’s Webwijs system, indexes over 2,000
unique knowledge areas and 761 employees. The TU
dataset provides several ground truth (GT) sets of graded
expert profile annotations, labeled GT1 through GT5.
These annotations are the result of experts indicating
their expertise areas on a scale of 1 (lowest) to 5 (highest).
Note that in this work, we consider all annotations as
binary and ignore the attached grades, due to inconsis-
tencies in how different annotators may interpret and
apply these grades, compromising the comparability of
grades across experts [8]. We leave the analysis of graded
relevance annotations for future work. GT1 contains the
self-selected knowledge areas of 761 TU employees. To
further expand these annotations, a system was devel-
oped to recommend up to 100 highly likely knowledge
areas to each expert, which they could easily validate or
discard through a user interface. The extended expertise
profiles of all 239 participating employees is bundled as
GT5, accompanied by GT4 which simply binarizes the
annotations by dropping the graded relevance scores.
For ease of use, GT2 is provided as the subset of GT1
for those 239 employees. Finally, GT3 is an alteration of
self-selected profiles in GT2, reduced to only those top-
ics that were also present in the personalized suggested
annotations.

3.2. Distribution of system-validated
annotations

As reported in [8], the average self-selected profile in GT1
contains 6.4 knowledge areas. The average size of the ex-
tended profiles in GT5 expands to 8.6 areas. Notably, we
find that the percentage of employees with three or fewer
expertise areas decreases from 19.7% in GT1 to 10.5% in
GT5. Additionally, system-generated profiles capture
81% of the final knowledge areas compared to 65% for
self-selected profiles, and unique topics in the annota-
tions grows from 937 in GT1 to 1,266 in GT5. This shows
the sparsity of self-selected expertise profiles, and how
the situation improves through personalized system rec-
ommendations for annotation. However, because these
recommendations are personal to each expert, the un-
derlying recommendation method may compromise the
comparability of the annotated knowledge areas across
experts. To explore this, we focused on niche topics,
present in more than one but no more than three self-
selected profiles in GT2, identifying 290 such topics. Ex-
amples are sub-saharan africa, policy evaluation,
cognitive linguistics, nonprofit organisations
and extreme value theory. By contrasting GT2 with
GT3, we know whether a self-selected topic was also part
of the system annotation suggestions, allowing us to esti-
mate the recall of this system. We find that only 125 out of
the 290 niche topics – around 43% – were recommended
for annotation to all experts who had self-selected it.
It is this low recall that can compromise the compara-
bility of annotations across experts: if it is caused by
a certain weakness of the annotation recommendation
system, expert finding systems with a similar weakness
will produce the same recall patterns and therefore may
appear stronger than they are.

3.3. Term-bias in system-validated
annotations

To construct GT5, up to 100 knowledge areas were sug-
gested for further annotation to each expert, produced by
an ensemble of eight expert profiling systems [8]. These
systems vary in retrieval models (Model 1 or Model 2),
the query language (English or Dutch), and whether they
consider relationships between topics in the Webwijs sys-
tem. All these systems have in common that they model
the probability of a topic for a document or expert based
on the literal textual occurrences of their constituent
words. This approach is prone to false negatives due to
its inability to account for synonyms and other semantic
nuances, leading to a low recall and a strong bias towards
literal mentions of the topic’s constituent words.

We aim to quantify the presence of this bias towards
literal mentions in system-validated topics or their con-
stituent words. To this end, we construct a corpus with



one long document per expert, being the concatenation
of all original documents linked to the expert. We then
calculate tf-idf scores of queries with respect to these
concatenated expert documents to express the degree to
which their constituent words are being literally men-
tioned. Whenever both an English and Dutch name are
available for a topic, we consider the largest of the tf-idf
scores of both versions. By contrasting GT2 and GT3, we
are able to determine for each topic in the self-selected
profiles whether it was also included in the suggested
annotation list for the corresponding expert. Figure 1
shows the distribution of tf-idf scores for both groups
of self-selected topics throuh a boxplot, with commonly
used whiskers drawn to the farthest datapoint within 1.5
times the interquartile range from the nearest hinge. It
shows a large shift in scores for the subset of self-selected
topics that are also included in the annotation recommen-
dations versus those that are not included.

Figure 1: Distribution of tf-idf scores for self-selected topics
that were part of the annotation suggestions versus those that
were not. Significantly higher scores are observed for those
that were part of the annotation suggestions.

Given this observation, we expect this bias to be ex-
tended into the additional topics that are added to the
profiles through system-validation. Figure 2 shows the
distribution of tf-idf scores of the topics in the origi-
nal self-selected expertise profiles, compared to the top-
ics added after system-validation. As expected, a clear
positive bias in tf-idf scores is observed for the system-
validated topics. These findings validate our concerns
about system-driven annotation biases.

Figure 2: Distribution of tf-idf scores for self-selected topics
versus additional topics added through system validation.

In conclusion, our analysis reveals a strong term fre-
quency bias in the annotation recommendations. As

a result, there are likely false negatives in the system-
validated annotations that systematically favor systems
with similar term frequency-based biases. This suggests
that evaluations of expert finding systems using these an-
notations may overestimate the performance of systems
that share these biases.

4. Assessment of Expert Finding

4.1. Expert Finding Models
We implement two different expert finding systems and
evaluate them against different ground truths. Both sys-
tems operate under the query-dependent Model 2, first
determining the relevance of each document in the cor-
pus to the query and then aggregating document ranks
into a final ranking of experts. Two different information
retrieval models are implemented to rank the documents
against a query. We implement a popular term-based
retrieval model, as well as a more modern neural IR tech-
nique, aiming to maximally expose potential term-based
biases in the annotations.

Term-based retrieval: we use BM25 [17] to rank all
documents against the query topic because it is a com-
monly used term-based retrieval method that accounts
for document lengths. In order to support the multi-
linguality of the dataset, we simply concatenate the En-
glish and Dutch translations of the topic when both are
present.

Late-interaction neural retrieval: We opt for the
ColBERT retrieval technique [18], due to its unique com-
bination of efficiency and strong IR capabilities. To fa-
cilitate the multilingual nature of the corpus, we use the
multilingual ColBERT-XMmodel [19]. The corpus is split
into chunks of up to 256 tokens, with an overlap of 64 to-
kens. We make use of the RAGatouille1 implementation
to chunk and index the whole corpus, which took close to
eight hours on one NVIDIA P100 GPU. As with the BM25
model, we simply concatenate the English and Dutch
translations of the topic when present. The documents
are ranked according to the average retrieval score of all
their constituent chunks.

Following [16], for both IR methods, we use the same
rr function to aggregate the document ranking into an
expert ranking, as defined by:

rr(𝑐) =
|𝐷𝑐,𝑞|

∑
𝑗=1

1
rank(𝑑𝑗)

1https://github.com/AnswerDotAI/RAGatouille
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In this equation, 𝐷𝑐,𝑞 is the subset of documents linked
to candidate 𝑐 that are retrieved for query 𝑞. The rank of
the retrieved documents is indicated by rank(𝑑𝑗), starting
at 1 for the highest ranked document.

4.2. Query Augmentation
With the goal of further studying the impact of term-
based biases in the annotations, we extend the Webwijs
knowledge areas with synonyms. Qualitative expert find-
ing system should surface relevant experts on a topic,
even if provided by a synonym of the query instead of the
original query. Because of this, query synonyms provide
an opportunity to study term-based annotation biases.
We manually annotate 109 randomly selected knowledge
areas with both English and Dutch synonyms. To facili-
tate the annotation process, the topic up for annotation
is contextualized by providing the annotator with all its
relations to other topics in the Webwijs inventory. For
further contextualization, we gather the corresponding
wikidata and wikipedia page on the topic if they exist.
Whenever available, good synonyms are selected from
the “Also known as” table in wikidata. If not, we scan
the first paragraph of the wikipedia page for synonyms.
Finally, we manually provide a synonym if none are avail-
able in the wiki pages. An example result is shown here:

Topic EN: auction theory
Topic NL: veilingstheorie

Webwijs links:
Makes use of: auctions / veilingen

Annotation:
wikidata: https://www.wikidata.org/wiki/Q771334
wikipedia: https://en.wikipedia.org/wiki/Auction_theory

Synonym EN: Bidding Theory
Synonym NL: Biedingstheorie

Based on the initial set of synonym annotations, we au-
tomatically generate synonyms for all remaining queries
using OpenAI’s GPT4o model, selected for its high ac-
curacy on common benchmarks. We randomly select
35 annotated queries for training and the remaining 74
for validation, and automatically optimize a chain-of-
thought prompt [20] using DSPy’s BootstrapFewShot
prompt optimization technique [21]. We release the full
set of synonym annotations.2 Limited manual quality
checks were performed on these synonyms. We note
that this process can be more qualitatively performed
in future studies, however the main reasoning of using
topic synonyms to indicate a bias towards literal men-
tions of their constituent words still holds, irrespective
of suboptimal quality of the synonyms.

2https://huggingface.co/datasets/jensjorisdecorte/
TU-Expert-Collection-Topic-Synonyms

4.3. Alternative Annotation Suggestions
We analyze an alternative approach to suggest additional
knowledge areas for annotation. Specifically, we intro-
duce the constraint that the suggestion mechanism has
no access to the document corpus, and may only recom-
mend additional knowledge areas based on the available
self-selected topics. This setup prevents any systematic
bias stemming from the annotation procedure with re-
spect to the textual corpus. The downside of this setup is
that the rich information in the corpus cannot be utilised,
and it instead relies on at least a small number of manu-
ally annotated expertise areas per expert. We argue that
experts should be sufficiently engaged in the annotation
process such that this is a reasonable requirement. Ad-
ditionally, there is an opportunity for these annotation
suggestions to dynamically adapt throughout the valida-
tion procedure, although we leave this out of the current
scope.

We develop two item-to-item recommendation sys-
tems (where the Webwijs topics serve as items). The first
system learns from the full set of self-selected profiles in
GT1, and recommends topics that have high pointwise
mutual information (PMI) with the given topic. PMI is
a simple but effective measure of association between
items. Topics that occur three times or less are excluded
from this system to ensure a minimum level of robust-
ness. The second system operates on all Webwijs topics,
and recommends topics that are semantically similar to
a given topic, as measured by the cosine similarity of se-
mantic neural embeddings of their respective names. We
use a generic multilingual sentence-transformer model
(paraphrase-multilingual-mpnet-base-v2)3 that was pre-
trained on over 1B English sentence pairs [22] and then
adapted to over 50 languages through a knowledge distil-
lation process [23]. We embed English and Dutch names
separately and always consider the highest similarity be-
tween either versions. For a given self-selected profile,
we compile a list of up to 100 annotation recommenda-
tions by pooling the top recommendation of both sys-
tems, looping over the self-selected expertise topics in a
round-robin fashion.

5. Results and Discussion
Impact of the annotation on expert finding evalua-
tions We evaluate system performance using precision
at 5 (P@5), mean average precision (MAP), normalized
discounted cumulative gain (nDCG) and mean reciprocal
rank (MRR). These metrics provide a comprehensive view
of the retrieval system’s ability to rank relevant experts at
the top of the list. All evaluations are conducted using the

3https://huggingface.co/sentence-transformers/
paraphrase-multilingual-mpnet-base-v2
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GT2 GT5 GT5 with synonym queries

P@5 MAP nDCG MRR P@5 MAP nDCG MRR P@5 MAP nDCG MRR

BM25 15.47 37.81 52.39 46.06 21.94 56.56 67.53 64.02 12.16 31.68 46.41 38.12
ColBERT 16.29 39.78 54.07 48.43 18.44 46.46 59.39 54.41 13.98 34.21 48.68 40.42

Table 1
Performance metrics for both the term-based (BM25) and the late-interaction neural retrieval based (ColBERT) methods under
different annotation schemes. GT2, containing just self-selected expertise topics, shows stronger performance for the ColBERT
method, while the addition of system-validated topics in GT5 leads to a strong edge for the BM25 system. Using the same
GT5 annotations, but swapping test queries for their synonyms, yields a system ranking that is again in accordance with GT2.

official TREC evaluation software4, ensuring standard-
ized and comparable results. We report the performance
of the BM25 and the ColBERT system on both the self-
selected profiles (GT2) as well as their larger counterparts
extended with system-validated topics (GT5) in table 1.
We find that the ColBERT-based expert finding system
outperforms its BM25-based counterpart on all metrics
when using the self-selected profiles (GT2) as ground
truth. The performance of both systems increases consid-
erably when assessing them against the system-validated
profile (GT5). However, the increase in performance is
much more drastic for the BM25-based system, leading
it to strongly exceed ColBERT. We hypothesize that it is
the term-frequency bias in the annotation procedure of
GT5 that leads to a strongly overestimated performance
measurement for the term-based BM25 approach. When
swapping the test queries in GT5 for their synonyms, a
significant drop in performance is observed, especially
for the BM25 system which drops over 20 %-points in
MAP, nDCG and MRR. We also observe that system rank-
ing in this scenario corresponds to that under the GT2
evaluation.

Statistics of the alternative annotation suggestions
We perform the same analysis as in section 3 with re-
spect to the recall of 290 specific topics in the annotation
recommendations. This requires the specific topic for
which recall is measured to first be removed from the
self-selected profile. The results show that 235 out of the
290 specific topics (around 81%) is being recommended to
every expert that had self-selected the topic. Compared
to the 43% of the content-based annotation recommenda-
tions in the original study, this is a considerable increase
in recall, which should further improve the comparability
of annotations across experts. For completeness, we also
report how well these new recommendations cover the
topics that where added in GT5 compared to GT2. We
find that a total of 1,059 topic additions are made, and
505 (around 48%) of these topics are also present in our
proposed annotation recommendation method. Because
this proposed method has no access to the documents in

4https://trec.nist.gov/trec_eval/

the organisation, we do not expect strong overlap, and
we consider 48% to be relatively high. Apart from this
overlap measurement, it is difficult to assess the true pre-
cision of these recommendations because we did not have
access to the candidate experts to facilitate manual valida-
tion. However, examples of the topic recommendations
is provided in appendix A.

In conclusion, our analysis of the TU Expert Collection
allows us to answer yes to all three research questions.
Section 3 provides an answer to RQ1, showing that the
underlying mechanism used for the system-validated
topics is subject to a high false negative rate, and that
it introduces a significant bias towards literal mentions
of knowledge areas’ constituent words. With respect to
RQ2, as shown above, the perceived performance of ex-
pert finding systems is indeed strongly impacted by these
system-validated topics, and they even lead to significant
differences in the ranking of these systems. Finally, we
have proposed an annotation suggestion procedure that
is independent of the document corpus, and we have
developed such a system accordingly. It exhibits strong
utility for the annotation process while significantly re-
ducing the false negative rates observed in the original
benchmark, leading us to answer RQ3 positively as well.
Our analysis should help future work on expert finding
– or evaluation thereof – make more informed decisions
with respect to the selection or creation of these bench-
marks.
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A. Example annotation
recommendations

Given the knowledge area computer linguistics, the
top five item-to-item recommendations according to the
PMI-based system are:
1. talking computer

2. automatic language analysis

3. man-machine interaction

4. algemene taalwetenschap (nl)

5. speech technology

The top five recommendations according to the semantic em-
bedding similarity method are:

1. language and computers

2. taalproductie door computers (nl)

3. taaltechnologie en computers (nl)

4. language technology and computers

5. computer and grammar

Note that we use the Dutch topic name if no English name is
available for the topic inWebwijs. Now consider a self-selected
expertise profile consisting of the following three topics:

• citizenship

• european law

• vreemdelingenrecht (nl)

The top 20 recommended annotations for this expert, as a result
of the round-robin aggregation of both types of item-to-item
recommenders, are:

1. voluntary work

2. Nationality

3. constitutional issues

4. theory of European law

5. Migration Law

6. competition law

7. foundations of developments in european law

8. Refugee law

9. vrijwilligersorganisaties (nl)

10. inburgering van allochtonen (nl)

11. legal principles

12. European Administrative Law

13. administrative law

14. international law

15. urban governance

16. vreemdelingenbeleid (NL)

17. rechtsbescherming (NL)

18. european social law

19. municipal law

20. maatschappelijke organisaties (NL)
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